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The evolution of men

«Although we’ve invented glasses to 
correct our vision, and microscopes and 

telescopes for specialized tasks, our 
ancestors perceived the world much as we 

do. But thanks to a set of exponentially 
advancing technologies over the next 

decade, that’s about to change radically.»

«The human eye has not 
significantly evolved in millennia»



A better eye?

Clip from the Terminator 2-Judgment day movie: https://youtu.be/9MeaaCwBW28
Ref: https://www.redsharknews.com/vr_and_ar/item/3539-terminator-2-vision-the-augmented-reality-standard-for-25-years

https://youtu.be/9MeaaCwBW28
https://www.redsharknews.com/vr_and_ar/item/3539-terminator-2-vision-the-augmented-reality-standard-for-25-years


A better human!



A Virtual Personal Super Hero Assistant

Egocentric Vision



(Egocentric) 
Computer Vision 
is Fundamental!
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ü Easy to setup

× Doesn’t always see everything

ü Content is always relevant

× High variability

ü Controlled Field of View

× Not really portable

ü Intrinsically mobile

× Operational contraints

Wearable Camera

Fixed Camera

Can’t we just apply standard CV?
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A Retrospective

Roadmap



Egocentric Vision:
A Retrospective



In the 80s and 90s Steve Mann (PhD in Media Arts and Sciences at MIT, 1997) invented a number of 
wearable computers featuring video capabilities, computing capabilities, and a werable screen for 
feedback. Steve Mann is often referred to as «the father of wearable computing»

The Birth of Wearable Computing



First Wearable Computing Applications

Visual Orbits

Visual FiltersSpatialized Reminders Spatialized Shopping List

Meta-Vision

Steve Mann. "Compositing multiple pictures of the same scene." Proc. IS&T Annual Meeting, 1993.
Steve Mann, "Wearable computing: a first step toward personal imaging," in Computer, vol. 30, no. 2, pp. 25-32, Feb. 1997.



MIT Media Lab in 1997



MIT Media Lab Seminal Works, late 1990s

(location and task recognition)

19
98

(object recognition, media memories)

1999
1997

(augumented reality)



Early 2000s
20

03

(location/object recognition)

2000

(active vision)

2003

(active vision, SLAM)



Late 2000s
2005

(hand activity recognition)

2010

(handheld object recognition)

(activity classification)

20
09



Sixth Sense, 2009
Neck worn camera with a projector and a gesture-based user interface. 

Pattie Maes & Pranav Mistry (MIT) @ TED 
https://www.ted.com/talks/pattie_maes_demos_the_sixth_sense

«to give people access to information without requiring that the user changes any of their behavior»

https://www.ted.com/talks/pattie_maes_demos_the_sixth_sense


RADIO SILENCE



Hardware, 1990s – 2000s

A COMMON HARDWARE
PLATFORM WAS MISSING!



Microsoft SenseCam, 2004

https://www.microsoft.com/en-us/research/project/sensecam/

"A day in Rome"
• SenseCam is a 

wearable camera 
that takes photos 
automatically;

• Originally conceived 
as a «personal 
blackbox» accident 
recorder;

• Used in the 
MyLifeBits project, 
inspired by Bush’s 
Memex;

• Inspired a series of 
conferences and 
many research 
papers.

Bell, Gordon, and Jim Gemmell. Your life, uploaded: The digital way to better memory, health, and 
productivity. Penguin, 2010.

https://www.microsoft.com/en-us/research/project/sensecam/


Research using Microsoft SenseCam
2007

(health, memory augmentation)

20
08

(lifelogging, place recognition)

2008

(lifelogging, multimedia retrieval)



Narrative Clip, 2012

http://getnarrative.com/

http://getnarrative.com/


Research Using Narrative Clip
2016

(lifelogging, face tracking)

20
17

(lifelogging, event segmentation)

2017

(lifelogging, survey)



What About Video?



GoPro HD Hero, 2010

https://www.youtube.com/watch?v=D4iU-EOJYK8different wearing modalities

head-mounted chest-mounted

wrist-mounted helmet-mounted

https://www.youtube.com/watch?v=D4iU-EOJYK8


Early Research On Egocentric Video
20

12
2011

(unsupervised action recognition, video indexing)

(detection and recognition of social interactions)

2013

(egocentric video sumarization)



Later Research On Egocentric Video
2014

(egocentric video indexing)

20
16

(localization, indexing, context-aware computing)

2016

(future localization, navigation)



Gaze Trackers

Gaze is important in Egocentric Vision!

Prototype by Land (1993)

Pupil Eye Trackers (2014 - )Mobile Eye-XG (2013)
Tobii Pro Glasses 2 (2014) Microsoft HoloLens 2 (2016)



Inward- and outward-looking cameras

Kanade, T., & Hebert, M. (2012). First-person vision. Proceedings of the IEEE, 100(8), 2442-2453.



Research On Gaze

(gaze prediciton, procedural video)

2012

(gaze prediciton, action recognition)

20
16

(object usage discovery, assistance)

2023



Circa 2017 – most of the discussion still in workshops

LTAEGOAPP

Workshop on 
Egocentric 

(First Person) Vision



First Person Vision Research – Datasets ( up to 2018)

https://allenai.org/plato/charades/

CMU
(0.2M frames – 2009)

http://www.cs.cmu.edu/~espriggs/
cmu-mmac/annotations/

GTEA Gaze+
(0.4M frames – 2012)

http://www.cbi.gatech.edu/fpv/

ADL
(1.0M frames – 2012)

https://www.csee.umbc.edu/~hpirsiav/
papers/ADLdataset/

Charades-ego
(2.3M frames – 2018)

http://www.cbi.gatech.edu/fpv/

EGTEA Gaze+
(2.4M frames – 2018)

Dima Damen, Hazel Doughty, Giovanni M. Farinella, Antonino Furnari, Evengelos Kazakos, Jian Ma, Davide Moltisanti, Jonathan Munro, Toby 
Perrett, Will Price, Michael Wray (2021). Rescaling Egocentric Vision . International Journal on Computer Vision (IJCV) , abs/2006.13256

https://allenai.org/plato/charades/
http://www.cs.cmu.edu/~espriggs/cmu-mmac/annotations/
http://www.cs.cmu.edu/~espriggs/cmu-mmac/annotations/
http://www.cbi.gatech.edu/fpv/
https://www.csee.umbc.edu/~hpirsiav/papers/ADLdataset/
http://www.cbi.gatech.edu/fpv/


EPIC-KITCHENS
TEAM

Dima Damen, Hazel Doughty, Giovanni Maria Farinella, Sanja Fidler, 
Antonino Furnari, Evangelos Kazakos, Davide Moltisanti, Jonathan 
Munro and Toby Perrett, Will Price, Michael Wray (2021). The EPIC-
KITCHENS Dataset: Collection, Challenges and 
Baselines. PAMI, 43(11), pp. 4125-4141.



Dima Damen, Hazel Doughty, Giovanni Maria Farinella, Sanja Fidler, Antonino Furnari, Evangelos Kazakos, Davide Moltisanti, Jonathan Munro and Toby Perrett, Will 
Price, Michael Wray (2021). The EPIC-KITCHENS Dataset: Collection, Challenges and Baselines. PAMI, 43(11), pp. 4125-4141.



EPIC-KITCHENS-100

Dima Damen
University of Bristol

Hazel Doughty
University of Bristol

Giovanni M. Farinella
University of Catania

Antonino Furnari
University of Catania

Evangelos Kazakos
University of Bristol

Davide Moltisanti
University of Bristol

Jonathan Munro
University of Bristol

Toby Perrett
University of Bristol

Will Price
University of Bristol

Michael Wray
University of Bristol

Jian Ma
University of Bristol

https://epic-kitchens.github.io/

Dima Damen, Hazel Doughty, Giovanni M. Farinella, Antonino Furnari, Evengelos Kazakos, Jian Ma, Davide Moltisanti, Jonathan Munro, Toby 
Perrett, Will Price, Michael Wray (2021). Rescaling Egocentric Vision . International Journal on Computer Vision (IJCV) , abs/2006.13256

https://epic-kitchens.github.io/


Improved annotation pipeline

VIDEO 
ACQUISITION

AUDIO 
COMMENTARY

ACTION 
SEGMENTS

SEMANTIC 
PARSING

VERB-NOUN 
REPRESENTATION

CUT ONION

TURN-OFF TAP

DRY CUP

EPIC-KITCHENS-55 EPIC-KITCHENS-100



Bigger…. Better… Denser…

EPIC-KITCHENS-55 EPIC-KITCHENS-100

No. of Hours 55 100 

No. of Kitchens 32 45

No. of Videos 432 700

No. of Action Segments 39,432 89,979

Action Classes 2,747 4,025

Verb Classes 125 97

Noun Classes 331 300

Splits Train/Test Train/Val/Test

No. of Challenges 3 6 (4 new challenges)

https://epic-kitchens.github.io/

https://epic-kitchens.github.io/


• Semi-Supervised Video Object Segmentation Challenge
• Hand-Object Segmentation Challenge
• TREK-150 Object Tracking Challenge
• EPIC-SOUNDS Audio-Based Interaction Recognition
• Action Recognition
• Action Detection
• Action Anticipation
• UDA for Action Recognition
• Multi-Instance Retrieval

2023 Challenges

https://epic-kitchens.github.io/

https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/2023
https://epic-kitchens.github.io/


EPIC-KITCHENS Workshops & Challenges

EPIC-KITCHENS-100 
2023 Report
Coming Soon



Can We Scale?



Can we scale?
84 authors



855 Subjects 74 Locations 9 Countries 3025 Hours 3D Scans Audio Gaze



EGO4D – Massive Scale

Animation by Michael Wray - https://www.youtube.com/watch?v=p78-V2RiKo 

https://www.youtube.com/watch?v=_p78-V2RiKo


Benchmarks and Challenges



EGO4D Workshop & Challenges

1st Ego4D Workshop @ CVPR 2022
Held in conjunction with 10th EPIC Workshop

19 and 20 June 2022

24 October 2022

19 June 2023
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The Cyborg 
Dream

wearcam.org



Google Glass, 2012

https://www.youtube.com/watch?v=YAXTQL3jPFk

• Google envisioned a 
future in which 
smart glasses 
replace 
smartphones;

• The goal of Google 
Glass was to make 
computation 
available to the user 
when they need it 
and get out of the 
way when they dont.

https://www.youtube.com/watch?v=YAXTQL3jPFk


The Failure of Google Glass, 2014
https://www.youtube.com/watch?v=ClvI9fZaz6M

Google Glass failed because of the lack of clear use cases + privacy issues.

https://www.youtube.com/watch?v=ClvI9fZaz6M


Consumer Wearable Cameras

SenseCam Vicon Revue Autographer

2004 2010 2013

x x x2016

2010
x2014
Looxcie

2012

Google Glass

x2014

Is this it?

Success Cases



Epson Moverio Smart Glasses for Augmented Reality, since 2012 

https://www.epson.co.uk/en_GB/search/allproducts?text=smart+glasses 

focused application scenarios

https://www.epson.co.uk/en_GB/search/allproducts?text=smart+glasses


Vuzix (Since 2012)

https://www.vuzix.com/

https://www.vuzix.com/


OrCam MyEye, since 2015

https://www.orcam.com/
Health, assistive technologies

https://www.orcam.com/


OrCam MyEye, since 2015

https://www.orcam.com/

https://www.orcam.com/


Microsoft HoloLens, since 2016 – HoloLens2 in 2020

https://www.microsoft.com/hololens
Mixed Reality

https://youtu.be/eqFqtAJMtYE

https://www.microsoft.com/hololens
https://youtu.be/eqFqtAJMtYE


Microsoft HoloLens2 – Towards Industrial Applications

https://www.microsoft.com/en-us/hololens/buy 

https://www.microsoft.com/en-us/hololens/buy


Magic Leap, since 2018 - Magic Leap 2 in 2022

https://www.magicleap.com/magic-leap-2 

https://www.magicleap.com/magic-leap-2


Magic Leap 2 – Immersive Enterprise AR Device

https://www.magicleap.com/en-us/ 

https://www.magicleap.com/en-us/


Meta’s Project Aria

https://www.projectaria.com 

https://www.projectaria.com/


XREAL

https://www.xreal.com/ 

https://www.xreal.com/


Apple Vision Pro

https://www.apple.com/apple-vision-pro/ 

https://www.apple.com/apple-vision-pro/


towards standardization…

Too Many Devices?



OpenXR

https://www.khronos.org/openxr/ 

Unified API supported by many AR and VR devices

https://www.khronos.org/openxr/


Snapdragon Spaces
“The Snapdragon Spaces
XR Developer Platform
reduces developer friction
by providing a uniform set
of augmented reality
features independent of
device manufacturers.
This allows developers to
seamlessly blend the lines
between our physical and
digital realities and
transform the world
around us in ways limited
only by our imaginations.”

https://www.qualcomm.com/products/features/snapdragon-spaces-xr-platform

https://www.qualcomm.com/products/features/snapdragon-spaces-xr-platform


The Cyborg 
Dream

wearcam.org1

3 4

2
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A Retrospective

An Outlook into 
the Future

Doing Research in 
Egocentric Vision: 

Where to start?



An Outlook 
into the Future



What’s Relevant in Egovision? A top-down approach

Immagine 
the Future

Write Stories in 
Different 
Scenarios

Extract Important 
Tasks from the 

Stories

Go in-depth with 
Tasks and 
Datasets

Rather than being 
extensive, we 
considered 
seminal and 
state-of-the-art 
works

A lot of data!



An Outlook into the Future

https://arxiv.org/abs/2308.07123 https://openreview.net/forum?id=V3974SUk1w 

https://arxiv.org/abs/2308.07123
https://openreview.net/forum?id=V3974SUk1w


An Outlook into the Future – Futuristic Stories
EGO-HOME EGO-WORKER EGO-TOURIST EGO-POLICE EGO-DESIGNER



12 Egocentric Vision Research Tasks
1. Localisation
2. 3D Scene Understanding
3. Anticipation
4. Action Recognition
5. Gaze Understanding and Prediction
6. Social Behaviour Understanding
7. Full Body Pose Estimation
8. Hand and Hand-Object Interactions
9. Person Identification
10. Privacy
11. Summarisation
12. Visual Question Answering

From Narratives to Research Tasks

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 
Outlook into the Future of Egocentric Vision. arXiv preprint arXiv:2308.07123.



Links between Stories and Tasks

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 
Outlook into the Future of Egocentric Vision. arXiv preprint arXiv:2308.07123.



General DatasetsAn Outlook into the Future of Egocentric Vision 41

Table 1 General Egocentric Dataset - Collection Characteristics. †: For EGTEA, Audio was collected but not made public.
!: For Ego4D, apart from RGB, the other modalities are present for subsets of the data.

Dataset Settings Signals Hours Sequences AVG. video duration Participants

MECCANO (Ragusa et al 2023b) Industrial RGB, depth, gaze 6.9 20 20.79 min 20

ADL (Pirsiavash and Ramanan 2012) Daily activities RGB 10.0 20 30.00 min 20

HOI4D (Liu et al 2022b) Table-Top RGB, depth 22.2 4000 0.33 min 9

EGTEA Gaze+† (Li et al 2021a) Kitchen RGB, gaze 27.9 86 19.53 min 32

UTE (Lee et al 2012) Daily Activities RGB 37.0 10 222.00 min 4

EGO-CH (Ragusa et al 2020a) Cultural Sites RGB 37.1 180 12.37 min 70

FPSI (Fathi et al 2012a) Recreational Site RGB 42.0 8 315.00 min 8

KrishnaCam (Singh et al 2016a) Daily Routine RGB, GPS, acc 69.9 460 9.13 min 1

EPIC-KITCHENS-100 (Damen et al 2022) Kitchens RGB, audio 100.0 700 8.57 min 37

Assembly101 (Sener et al 2022) Industrial RGB, multi-view 167.0 1425 7.10 min 53

Ego4D! (Grauman et al 2022) Multi Domain RGB, Audio, 3D, gaze, IMU, multi 3670.0 9650 24.11 min 931

Table 2 General Egocentric Datasets - Current set of annotations. !: For Ego4D, apart from narrations, the remaining
annotations are only available for subsets of the dataset depending on the benchmark

Dataset Annotations

MECCANO (Ragusa et al 2023b) Temporal action segments, hand & object bounding boxes, hand-object interactions, next-active object

ADL (Pirsiavash and Ramanan 2012) Temporal action segments, objects bounding boxes, hand-object interactions

HOI4D (Liu et al 2022b) Temporal action segments, 3D hand poses and object poses, panoptic and motion segmentation, object
meshes, scene point clouds

EGTEA Gaze+ (Li et al 2021a) Temporal action segments, hand masks, gaze

UTE (Lee et al 2012) Text descriptions, object segmentations

EGO-CH (Ragusa et al 2020a) Temporal locations, object bounding boxes, surveys, object masks

FPSI (Fathi et al 2012a) Temporal social interaction segments

KrishnaCam (Singh et al 2016a) Motion classes, virtual webcams, popular locations

EPIC-KITCHENS-100 (Damen et al 2022) Temporal action video segments, Temporal audio segments, narrations, hand and objects masks,
hand-object interactions, camera poses

Assembly101 (Sener et al 2022) Temporal action segments, 3D hand poses

Ego4D! (Grauman et al 2022) Narrations, Temporal action segments, moment queries, speaker labels, diarisation, hand bounding boxes,
time to contact, active objects bounding boxes, trajectories, next-active objects bounding boxes

Regarding the annotations, the UTE dataset provides
a paragraph summary of the videos and polygon an-
notations around the subjects based on the summary,
which makes it suitable for studying video summarisa-
tion Lee et al (2012); Lu and Grauman (2013). Further
expanding the covered time range, the KrishnaCam
dataset by Singh et al (2016a) includes nine months of
one student’s daily activities. It consists of 7.6 million
frames, spanning 70 hours of video, accompanied by
GPS position, acceleration, and body orientation data.
Thanks to its time evolution capture of nine months, Kr-
ishnaCam can be used to study tasks such as trajectory
prediction, detecting popular places and scene changes.
The dataset has been also used to address online object
detection (Wang et al 2021b) and for self-supervised
representation learning (Purushwalkam et al 2022).

Different in terms of domains and captured signals,
the GTEA Gaze dataset Fathi et al (2012b) and its
extension EGTEA Gaze+ Li et al (2021a) cover recipe
preparation with the gaze signal in a single kitchen. The
GTEA Gaze dataset by Fathi et al (2012b) focuses on

action recognition and gaze prediction and involves the
use of eye-tracking glasses equipped with an infrared
inward-facing gaze sensing camera to track the 2D loca-
tion of the subjects’ eye gaze during meal preparation
activities. The dataset includes 17 sequences performed
by 14 subjects making pre-specified meal recipes. It
has been annotated with 25 frequently occurring ac-
tions, such as “take”, “pour”, and “spread” indicating
their starting and ending frames. This dataset was later
extended as EGTEA Gaze+ by Li et al (2021a) with 28
hours of cooking activities, including video, gaze track-
ing data, and action annotations of 106 actions, along
with pixel-level hand masks. The dataset has been used
to address different tasks such as anticipation (Furnari
and Farinella 2019; Girdhar and Grauman 2021; Zhong
et al 2023), action recognition (Kazakos et al 2021; Fathi
et al 2012b), procedural learning (Bansal et al 2022),
and future hand masks prediction (Jia et al 2022b).

A few datasets targeted multi-person egocentric so-
cial interactions. The First Person Social Interaction
(FPSI) dataset by Fathi et al (2012a) was collected

Plizzari, C., Goletto, G., Furnari, A., Bansal, S., Ragusa, F., Farinella, G. M., Damen., D. & Tommasi, T. (2023). An 
Outlook into the Future of Egocentric Vision. arXiv preprint arXiv:2308.07123.
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Table 3 General Egocentric Datasets - Current set of tasks: 4.1 Localisation, 4.2 3D Scene Understanding, 4.3 Anticipation,
4.4 Action Recognition, 4.5 Gaze Understanding and Prediction, 4.6 Social Behaviour Understanding, 4.7 Full-body pose
estimation, 4.8 Hand and Hand-Object Interactions, 4.9 Person Identification, 4.10 Privacy, 4.11 Summarisation, 4.12 Visual
Question Answering.

Dataset
Task

4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 4.10 4.11 4.12

MECCANO (Ragusa et al 2023b) ! ! ! !

ADL (Pirsiavash and Ramanan 2012) ! ! !

HOI4D (Liu et al 2022b) !

EGTEA Gaze+ (Li et al 2021a) ! ! ! !

UTE (Lee et al 2012) ! !

EGO-CH (Ragusa et al 2020a) !

FPSI (Fathi et al 2012a) ! ! !

KrishnaCam (Singh et al 2016a) !

EPIC-KITCHENS-100 (Damen et al 2022) ! ! ! ! !

Assembly101 (Sener et al 2022) ! !

Ego4D (Grauman et al 2022) ! ! ! ! ! ! !

over three days, by a group of 8 individuals that vis-
ited Disney theme parks, recording over 42 hours of
multi-person videos using head-mounted cameras. The
group often splits into smaller sub-groups during the
day, resulting in unique experiences in each video. The
dataset consists of over two million images, manually
labelled for six types of social interactions: dialogue, dis-
cussion, monologue, walk dialogue, walk discussion, and
background activities. The dataset has proven useful for
video summarisation (Nagar et al 2021; Rathore et al
2019; Poleg et al 2015b) and privacy preservation (Fathi
et al 2012a; Thapar et al 2020a).

Ragusa et al (2020a) proposed the EGO-CH dataset
to study visits to cultural heritage sites. It includes 27
hours of video recorded from 70 subjects. Annotations
are provided for 26 environments and over 200 Points
of Interest (POIs), featuring temporal labels indicating
the environment in which the visitor is located and the
currently observed PoI with bounding box annotations.
It has been used by the authors to tackle room-based
localisation, PoI recognition, image retrieval and survey
generation – i.e. predicting the responses in the survey
from the egocentric video. Furthermore, the dataset has
been used to address object detection (Pasqualino et al
2022b,a), image-based localisation (Orlando et al 2020)
and semantic object segmentation (Ragusa et al 2020b).

While these datasets explore various aspects of ego-
centric vision, their small scale and focus on a single
environment or a handful of individuals poses challenges
when training deep learning models or attempting to
generalise to other locations or subjects. To this end,
the EPIC-KITCHENS dataset by Damen et al (2018)
was proposed as a significantly larger egocentric video
dataset introduced in 2018 and subsequently extended
with the latest version EPIC-KITCHENS-100 by Damen
et al (2022). The dataset comprises 100 hours of un-
scripted video recordings captured by 37 participants

from 4 countries in their own kitchens. It is unique in
its instructions to participants, so as to start recording
before entering the kitchen and only to pause when
stepping out. This offered the first unscripted nature
where participants go around their environments un-
hindered forming their own goals. The dataset has
been annotated temporally with action segments. It
consists of 90K action segments, 20K unique narra-
tions, 97 verb classes, and 300 noun classes. It has
since been extended with three additional annotations.
First, EPIC-KITCHENS Video Object Segmentations
and Relations (VISOR) (Darkhalil et al 2022) provided
pixel-level annotations focusing on hands, objects and
hand-object interaction labels. VISOR offers 272K man-
ual semantic masks of 257 object classes, 9.9M interpo-
lated dense masks, 67K hand-object relations. Second,
EPIC-SOUNDS (Huh et al 2023) annotates the tempo-
rally distinguishable audio segments, purely from the
audio stream of videos in EPIC-KITCHENS. It includes
78.4k categorised segments of audible events and ac-
tions, distributed across 44 classes as well as 39.2k non-
categorised segments. Third, EPIC Fields (Tschernezki
et al 2023) successfully registered and provided camera
poses for 99 out of the 100 hours of EPIC-KITCHENS.
This is achieved through a proposed pipeline of frame
filtering so as to attend to transitions between hotspots.
The camera poses offer the chance for combining all
aforementioned annotations with 3D understanding and
are likely to unlock new potential on this dataset.

Since its introduction, EPIC-KITCHENS has be-
come the de facto dataset for egocentric action recog-
nition (Kazakos et al 2019; Xiong et al 2022; Yan et al
2022; Girdhar et al 2022), privacy (Thapar et al 2020b),
and anticipation (Furnari and Farinella 2019; Girdhar
and Grauman 2021; Gu et al 2021; Roy and Fernando
2022; Liu et al 2020; Jia et al 2022b; Pasca et al 2023;
Zhong et al 2023). New tasks have also been defined
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Table 3 General Egocentric Datasets - Current set of tasks: 4.1 Localisation, 4.2 3D Scene Understanding, 4.3 Anticipation,
4.4 Action Recognition, 4.5 Gaze Understanding and Prediction, 4.6 Social Behaviour Understanding, 4.7 Full-body pose
estimation, 4.8 Hand and Hand-Object Interactions, 4.9 Person Identification, 4.10 Privacy, 4.11 Summarisation, 4.12 Visual
Question Answering.
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over three days, by a group of 8 individuals that vis-
ited Disney theme parks, recording over 42 hours of
multi-person videos using head-mounted cameras. The
group often splits into smaller sub-groups during the
day, resulting in unique experiences in each video. The
dataset consists of over two million images, manually
labelled for six types of social interactions: dialogue, dis-
cussion, monologue, walk dialogue, walk discussion, and
background activities. The dataset has proven useful for
video summarisation (Nagar et al 2021; Rathore et al
2019; Poleg et al 2015b) and privacy preservation (Fathi
et al 2012a; Thapar et al 2020a).

Ragusa et al (2020a) proposed the EGO-CH dataset
to study visits to cultural heritage sites. It includes 27
hours of video recorded from 70 subjects. Annotations
are provided for 26 environments and over 200 Points
of Interest (POIs), featuring temporal labels indicating
the environment in which the visitor is located and the
currently observed PoI with bounding box annotations.
It has been used by the authors to tackle room-based
localisation, PoI recognition, image retrieval and survey
generation – i.e. predicting the responses in the survey
from the egocentric video. Furthermore, the dataset has
been used to address object detection (Pasqualino et al
2022b,a), image-based localisation (Orlando et al 2020)
and semantic object segmentation (Ragusa et al 2020b).

While these datasets explore various aspects of ego-
centric vision, their small scale and focus on a single
environment or a handful of individuals poses challenges
when training deep learning models or attempting to
generalise to other locations or subjects. To this end,
the EPIC-KITCHENS dataset by Damen et al (2018)
was proposed as a significantly larger egocentric video
dataset introduced in 2018 and subsequently extended
with the latest version EPIC-KITCHENS-100 by Damen
et al (2022). The dataset comprises 100 hours of un-
scripted video recordings captured by 37 participants

from 4 countries in their own kitchens. It is unique in
its instructions to participants, so as to start recording
before entering the kitchen and only to pause when
stepping out. This offered the first unscripted nature
where participants go around their environments un-
hindered forming their own goals. The dataset has
been annotated temporally with action segments. It
consists of 90K action segments, 20K unique narra-
tions, 97 verb classes, and 300 noun classes. It has
since been extended with three additional annotations.
First, EPIC-KITCHENS Video Object Segmentations
and Relations (VISOR) (Darkhalil et al 2022) provided
pixel-level annotations focusing on hands, objects and
hand-object interaction labels. VISOR offers 272K man-
ual semantic masks of 257 object classes, 9.9M interpo-
lated dense masks, 67K hand-object relations. Second,
EPIC-SOUNDS (Huh et al 2023) annotates the tempo-
rally distinguishable audio segments, purely from the
audio stream of videos in EPIC-KITCHENS. It includes
78.4k categorised segments of audible events and ac-
tions, distributed across 44 classes as well as 39.2k non-
categorised segments. Third, EPIC Fields (Tschernezki
et al 2023) successfully registered and provided camera
poses for 99 out of the 100 hours of EPIC-KITCHENS.
This is achieved through a proposed pipeline of frame
filtering so as to attend to transitions between hotspots.
The camera poses offer the chance for combining all
aforementioned annotations with 3D understanding and
are likely to unlock new potential on this dataset.

Since its introduction, EPIC-KITCHENS has be-
come the de facto dataset for egocentric action recog-
nition (Kazakos et al 2019; Xiong et al 2022; Yan et al
2022; Girdhar et al 2022), privacy (Thapar et al 2020b),
and anticipation (Furnari and Farinella 2019; Girdhar
and Grauman 2021; Gu et al 2021; Roy and Fernando
2022; Liu et al 2020; Jia et al 2022b; Pasca et al 2023;
Zhong et al 2023). New tasks have also been defined
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Table 3 General Egocentric Datasets - Current set of tasks: 4.1 Localisation, 4.2 3D Scene Understanding, 4.3 Anticipation,
4.4 Action Recognition, 4.5 Gaze Understanding and Prediction, 4.6 Social Behaviour Understanding, 4.7 Full-body pose
estimation, 4.8 Hand and Hand-Object Interactions, 4.9 Person Identification, 4.10 Privacy, 4.11 Summarisation, 4.12 Visual
Question Answering.

Dataset
Task

4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 4.10 4.11 4.12

MECCANO (Ragusa et al 2023b) ! ! ! !

ADL (Pirsiavash and Ramanan 2012) ! ! !

HOI4D (Liu et al 2022b) !

EGTEA Gaze+ (Li et al 2021a) ! ! ! !

UTE (Lee et al 2012) ! !

EGO-CH (Ragusa et al 2020a) !

FPSI (Fathi et al 2012a) ! ! !

KrishnaCam (Singh et al 2016a) !

EPIC-KITCHENS-100 (Damen et al 2022) ! ! ! ! !

Assembly101 (Sener et al 2022) ! !

Ego4D (Grauman et al 2022) ! ! ! ! ! ! !

over three days, by a group of 8 individuals that vis-
ited Disney theme parks, recording over 42 hours of
multi-person videos using head-mounted cameras. The
group often splits into smaller sub-groups during the
day, resulting in unique experiences in each video. The
dataset consists of over two million images, manually
labelled for six types of social interactions: dialogue, dis-
cussion, monologue, walk dialogue, walk discussion, and
background activities. The dataset has proven useful for
video summarisation (Nagar et al 2021; Rathore et al
2019; Poleg et al 2015b) and privacy preservation (Fathi
et al 2012a; Thapar et al 2020a).

Ragusa et al (2020a) proposed the EGO-CH dataset
to study visits to cultural heritage sites. It includes 27
hours of video recorded from 70 subjects. Annotations
are provided for 26 environments and over 200 Points
of Interest (POIs), featuring temporal labels indicating
the environment in which the visitor is located and the
currently observed PoI with bounding box annotations.
It has been used by the authors to tackle room-based
localisation, PoI recognition, image retrieval and survey
generation – i.e. predicting the responses in the survey
from the egocentric video. Furthermore, the dataset has
been used to address object detection (Pasqualino et al
2022b,a), image-based localisation (Orlando et al 2020)
and semantic object segmentation (Ragusa et al 2020b).

While these datasets explore various aspects of ego-
centric vision, their small scale and focus on a single
environment or a handful of individuals poses challenges
when training deep learning models or attempting to
generalise to other locations or subjects. To this end,
the EPIC-KITCHENS dataset by Damen et al (2018)
was proposed as a significantly larger egocentric video
dataset introduced in 2018 and subsequently extended
with the latest version EPIC-KITCHENS-100 by Damen
et al (2022). The dataset comprises 100 hours of un-
scripted video recordings captured by 37 participants

from 4 countries in their own kitchens. It is unique in
its instructions to participants, so as to start recording
before entering the kitchen and only to pause when
stepping out. This offered the first unscripted nature
where participants go around their environments un-
hindered forming their own goals. The dataset has
been annotated temporally with action segments. It
consists of 90K action segments, 20K unique narra-
tions, 97 verb classes, and 300 noun classes. It has
since been extended with three additional annotations.
First, EPIC-KITCHENS Video Object Segmentations
and Relations (VISOR) (Darkhalil et al 2022) provided
pixel-level annotations focusing on hands, objects and
hand-object interaction labels. VISOR offers 272K man-
ual semantic masks of 257 object classes, 9.9M interpo-
lated dense masks, 67K hand-object relations. Second,
EPIC-SOUNDS (Huh et al 2023) annotates the tempo-
rally distinguishable audio segments, purely from the
audio stream of videos in EPIC-KITCHENS. It includes
78.4k categorised segments of audible events and ac-
tions, distributed across 44 classes as well as 39.2k non-
categorised segments. Third, EPIC Fields (Tschernezki
et al 2023) successfully registered and provided camera
poses for 99 out of the 100 hours of EPIC-KITCHENS.
This is achieved through a proposed pipeline of frame
filtering so as to attend to transitions between hotspots.
The camera poses offer the chance for combining all
aforementioned annotations with 3D understanding and
are likely to unlock new potential on this dataset.

Since its introduction, EPIC-KITCHENS has be-
come the de facto dataset for egocentric action recog-
nition (Kazakos et al 2019; Xiong et al 2022; Yan et al
2022; Girdhar et al 2022), privacy (Thapar et al 2020b),
and anticipation (Furnari and Farinella 2019; Girdhar
and Grauman 2021; Gu et al 2021; Roy and Fernando
2022; Liu et al 2020; Jia et al 2022b; Pasca et al 2023;
Zhong et al 2023). New tasks have also been defined
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Table 1 General Egocentric Dataset - Collection Characteristics. †: For EGTEA, Audio was collected but not made public.
!: For Ego4D, apart from RGB, the other modalities are present for subsets of the data.

Dataset Settings Signals Hours Sequences AVG. video duration Participants

MECCANO (Ragusa et al 2023b) Industrial RGB, depth, gaze 6.9 20 20.79 min 20

ADL (Pirsiavash and Ramanan 2012) Daily activities RGB 10.0 20 30.00 min 20

HOI4D (Liu et al 2022b) Table-Top RGB, depth 22.2 4000 0.33 min 9

EGTEA Gaze+† (Li et al 2021a) Kitchen RGB, gaze 27.9 86 19.53 min 32

UTE (Lee et al 2012) Daily Activities RGB 37.0 10 222.00 min 4

EGO-CH (Ragusa et al 2020a) Cultural Sites RGB 37.1 180 12.37 min 70

FPSI (Fathi et al 2012a) Recreational Site RGB 42.0 8 315.00 min 8

KrishnaCam (Singh et al 2016a) Daily Routine RGB, GPS, acc 69.9 460 9.13 min 1

EPIC-KITCHENS-100 (Damen et al 2022) Kitchens RGB, audio 100.0 700 8.57 min 37

Assembly101 (Sener et al 2022) Industrial RGB, multi-view 167.0 1425 7.10 min 53

Ego4D! (Grauman et al 2022) Multi Domain RGB, Audio, 3D, gaze, IMU, multi 3670.0 9650 24.11 min 931

Table 2 General Egocentric Datasets - Current set of annotations. !: For Ego4D, apart from narrations, the remaining
annotations are only available for subsets of the dataset depending on the benchmark

Dataset Annotations

MECCANO (Ragusa et al 2023b) Temporal action segments, hand & object bounding boxes, hand-object interactions, next-active object

ADL (Pirsiavash and Ramanan 2012) Temporal action segments, objects bounding boxes, hand-object interactions

HOI4D (Liu et al 2022b) Temporal action segments, 3D hand poses and object poses, panoptic and motion segmentation, object
meshes, scene point clouds

EGTEA Gaze+ (Li et al 2021a) Temporal action segments, hand masks, gaze

UTE (Lee et al 2012) Text descriptions, object segmentations

EGO-CH (Ragusa et al 2020a) Temporal locations, object bounding boxes, surveys, object masks

FPSI (Fathi et al 2012a) Temporal social interaction segments

KrishnaCam (Singh et al 2016a) Motion classes, virtual webcams, popular locations

EPIC-KITCHENS-100 (Damen et al 2022) Temporal action video segments, Temporal audio segments, narrations, hand and objects masks,
hand-object interactions, camera poses

Assembly101 (Sener et al 2022) Temporal action segments, 3D hand poses

Ego4D! (Grauman et al 2022) Narrations, Temporal action segments, moment queries, speaker labels, diarisation, hand bounding boxes,
time to contact, active objects bounding boxes, trajectories, next-active objects bounding boxes

Regarding the annotations, the UTE dataset provides
a paragraph summary of the videos and polygon an-
notations around the subjects based on the summary,
which makes it suitable for studying video summarisa-
tion Lee et al (2012); Lu and Grauman (2013). Further
expanding the covered time range, the KrishnaCam
dataset by Singh et al (2016a) includes nine months of
one student’s daily activities. It consists of 7.6 million
frames, spanning 70 hours of video, accompanied by
GPS position, acceleration, and body orientation data.
Thanks to its time evolution capture of nine months, Kr-
ishnaCam can be used to study tasks such as trajectory
prediction, detecting popular places and scene changes.
The dataset has been also used to address online object
detection (Wang et al 2021b) and for self-supervised
representation learning (Purushwalkam et al 2022).

Different in terms of domains and captured signals,
the GTEA Gaze dataset Fathi et al (2012b) and its
extension EGTEA Gaze+ Li et al (2021a) cover recipe
preparation with the gaze signal in a single kitchen. The
GTEA Gaze dataset by Fathi et al (2012b) focuses on

action recognition and gaze prediction and involves the
use of eye-tracking glasses equipped with an infrared
inward-facing gaze sensing camera to track the 2D loca-
tion of the subjects’ eye gaze during meal preparation
activities. The dataset includes 17 sequences performed
by 14 subjects making pre-specified meal recipes. It
has been annotated with 25 frequently occurring ac-
tions, such as “take”, “pour”, and “spread” indicating
their starting and ending frames. This dataset was later
extended as EGTEA Gaze+ by Li et al (2021a) with 28
hours of cooking activities, including video, gaze track-
ing data, and action annotations of 106 actions, along
with pixel-level hand masks. The dataset has been used
to address different tasks such as anticipation (Furnari
and Farinella 2019; Girdhar and Grauman 2021; Zhong
et al 2023), action recognition (Kazakos et al 2021; Fathi
et al 2012b), procedural learning (Bansal et al 2022),
and future hand masks prediction (Jia et al 2022b).

A few datasets targeted multi-person egocentric so-
cial interactions. The First Person Social Interaction
(FPSI) dataset by Fathi et al (2012a) was collected

⬆
Mapping to tasks

↖
⬅

Data Statistics
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Lots of Data Out There
MECCANO
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Data nowadays carries a lot of privacy/social/economic implications, so modern datasets are usually licensed.

Accessing Modern Datasets – License 

❗pay attention to which uses are permitted!



Modern datasets are HUGE!
Ø EPIC-KITCHENS ~ 796 GB
Ø EGO4D ~ 30+ TB

Accessing Modern Datasets – Command Line Interfaces

Command Line Interfaces Provided to Simplify Download
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https://github.com/epic-kitchens/epic-kitchens-download-scripts
https://github.com/facebookresearch/Ego4d/tree/main/ego4d/cli


Lots of Tasks Out There – Challenges!

https://epic-kitchens.github.io/2023#challenges https://ego4d-data.org/docs/challenge/ 

https://epic-kitchens.github.io/2023
https://ego4d-data.org/docs/challenge/


Challenges – Train/Val/Test scheme

● Datasets are usually divided into train/val/test splits;
● All videos are publicly released;

● Train annotations are publicly released and meant for 
training models for the different challenges;

● Val annotations are publicly released and meant for 
model development and hyperparameter search;

● Test annotations are private and meant for assessing 
the performance of models avoiding bias in model 
design and optimization;

● Hence, the only way to obtain results on the test set is 
to send model predictions to an evaluation server.

TRAIN

VAL

TEST



Challenges – Evaluation Server
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per account)

overfitting to the test set



Challenges – Evaluation Server

https://eval.ai/web/challenges/challenge-page/1623/leaderboard/3910 https://codalab.lisn.upsaclay.fr/competitions/702 

https://eval.ai/web/challenges/challenge-page/1623/leaderboard/3910
https://codalab.lisn.upsaclay.fr/competitions/702


Challenges – A Good Way to Start!

https://github.com/EGO4D/forecasting/blob/
main/SHORT_TERM_ANTICIPATION.md 

https://github.com/epic-kitchens/C3-Action-Anticipation 

https://github.com/EGO4D/forecasting/blob/main/SHORT_TERM_ANTICIPATION.md
https://github.com/EGO4D/forecasting/blob/main/SHORT_TERM_ANTICIPATION.md
https://github.com/epic-kitchens/C3-Action-Anticipation


Use existing data to investigate new tasks.

How to teach an old dog new tricks



EGO4D Visualizer

https://visualize.ego4d-data.org/ 

https://visualize.ego4d-data.org/


Practical: 
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Unrolling LSTMs
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Damen, Dima, et al. "Scaling egocentric vision: The epic-kitchens dataset." Proceedings of the European Conference on Computer Vision (ECCV). 2018.
Dima Damen et al. Rescaling Egocentric Vision . International Journal on Computer Vision (IJCV). 2021

Egocentric Action Anticipation Task



Sequence to Sequence Models

We take inspiration from sequence to sequence models.

NEXT 
ACTION

input frames

CNN CNN CNN

anticipation time

Sutskever, Ilya, Oriol Vinyals, and Quoc V. Le. "Sequence to sequence learning with neural networks." Advances in 
neural information processing systems. 2014.
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ACTION

Unrolling-LSTM

Rolling-LSTM ENCODING

INFERENCE

A. Furnari, G. M. Farinella, What Would You Expect? Anticipating Egocentric Actions with Rolling-Unrolling LSTMs and Modality Attention. ICCV 2019 (ORAL).
A. Furnari, G. M. Farinella. Rolling-Unrolling LSTMs for Action Anticipation from First-Person Video. TPAMI 2020. http://iplab.dmi.unict.it/rulstm

ENCODER DECODER

DECODER

http://iplab.dmi.unict.it/rulstm


Sequence Completion Pre-Training

NEXT 
ACTION

CNN CNN CNN

Sutskever, Ilya, Oriol Vinyals, and Quoc V. Le. "Sequence to sequence learning with neural networks." Advances in 
neural information processing systems. 2014.

ENCODER

A. Furnari, G. M. Farinella, What Would You Expect? Anticipating Egocentric Actions with Rolling-Unrolling LSTMs and Modality Attention. ICCV 2019 (ORAL).
A. Furnari, G. M. Farinella. Rolling-Unrolling LSTMs for Action Anticipation from First-Person Video. TPAMI 2020. http://iplab.dmi.unict.it/rulstm

CNN CNN CNN

DECODER

To encourage the Rolling-LSTM to only perform encoding and not anticipation, we pre-train the model 
feeding future frames to the Unrolling-LSTM. 

Unrolling-LSTM

Rolling-LSTM ENCODING

INFERENCE

input frames future frames

http://iplab.dmi.unict.it/rulstm


Demo Video: Egocentric Action Anticipation

A. Furnari, G. M. Farinella, What Would You Expect? Anticipating Egocentric Actions with Rolling-Unrolling LSTMs and Modality Attention. ICCV 2019 (ORAL).
A. Furnari, G. M. Farinella. Rolling-Unrolling LSTMs for Action Anticipation from First-Person Video. TPAMI 2020. http://iplab.dmi.unict.it/rulstm

http://iplab.dmi.unict.it/rulstm


Rolling-Unrolling LSTM Quickstart
3. Follow the instructions

4. Answer the questions along the way

1. Go to: https://github.com/fpv-iplab/rulstm
2. Then click on «Open in Colab»

https://github.com/fpv-iplab/rulstm


It’s an exciting time for wearable devices & 
egocentric vision!

Conclusion

Hardware is increasingly available as big 
tech gests interested.

Large datasets and pre-defined challenges 
can help get started to explore the field
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FPV @ IPLAB Group



We Are Hiring!



Tutorial on Egocentric Vision

Antonino Furnari
First Person Vision@Image Processing Laboratory - http://iplab.dmi.unict.it/fpv

Next Vision - http://www.nextvisionlab.it/

Department of Mathematics and Computer Science - University of Catania 

antonino.furnari@unict.it - http://www.antoninofurnari.it/

Thank You!

http://iplab.dmi.unict.it/fpv
http://www.nextvisionlab.it/
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