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Supervised Learning
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Classification
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Key Moment in History of Deep Learning
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Video Action Classification
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“laugh”



Multimodal Action Classification
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“pointing”

Meta Project Aria



Structured Prediction
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Actions on Objects
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Structured Prediction
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Action Detection/Localization
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Untrimmed Video Classification

Trimmed Video Classification

action label + start-end time
(+ bounding boxes/tracks)

untrimmed video



Action Detection/Localization

11



Action Segmentation
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action label + confidence at 
every frame

untrimmed video

Untrimmed Video Classification

Untrimmed Video Segmentation



target action

Early Action Recognition - Action Anticipation/Prediction

13

Action Recognition (= Trimmed 
Video Classification with Action 
Labels)

Early Action Recognition

Action Anticipation/Prediction

observed

observed

observed X



Action Recognition Models
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Video Action Classification
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“laugh”

Video as a sequence/set of frames or as a space-time volume ?



Single Frame CNN

16

CNN CNN CNN CNN CNN CNN CNN

class scores

Simple idea: Train normal CNN to classify frames independently 
(Average predicted probs at test-time)

Often a very strong baseline for video classification

class scores class scores



Late Fusion
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CNN CNN CNN CNN CNN CNN CNN

Average Pooling over Space and Time

Linear

class scores

Intuition: Get high-level 
appearance of each 
frame, then combine



Late Fusion
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CNN CNN CNN CNN CNN CNN CNN

Average Pooling over Space and Time

Linear

class scores

Problem: Hard to 
compare low-level 
motion between frames

Intuition: Get high-level 
appearance of each 
frame, then combine



Early Fusion
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CNN

class scores

Intuition: Compare frames 
with very first conv layer, 
after that normal 2D CNN



Early Fusion
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CNN

class scores

Intuition: Compare frames 
with very first conv layer, 
after that normal 2D CNN

Problem: One layer of 
temporal processing 
may not be enough



Slow Fusion

21Karpathy et.al, “Large-Scale Video Classification with Convolutional Neural Networks”. CVPR 2014
.



Example Video Dataset: Sports-1M

1 million YouTube videos annotated with labels for 487 different types of sports

22Karpathy et.al, “Large-Scale Video Classification with Convolutional Neural Networks”. CVPR 2014
.



Video Classification with 2D CNN

1 million YouTube videos annotated with labels for 487 different types of sports

23Karpathy et.al, “Large-Scale Video Classification with Convolutional Neural Networks”. CVPR 2014
.



Slow Fusion

24Karpathy et.al, “Large-Scale Video Classification with Convolutional Neural Networks”. CVPR 2014
.

= Better performance = Good news.

We inherit spatial shift-equivariance from Conv2D layers. 

But what about temporal shift-equivariance (same local 
motion happening sooner or later in the video) ?

channels = Time

No weight sharing across time, 
hence no temporal shift-
invariance

Needs to learn separate filters 
for same local motion at 
different times in the clip



3D Conv (3D CNN) 
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channels = Time

Time

Early Fusion (2D Conv) 3D CNN on Space-Time (3D Conv)

Temporal shift-invariant 
since each filter slides 
over time



C3D: The VGG of 3D CNNs

26Tran et.al, “Learning Spatio-temporal Features with 3D Convolutional Networks”. ICCV 2015

3D CNN that uses all 3x3x3 conv and 2x2x2 pooling 
(except Pool1 which is 1x2x2)

Released model pretrained on Sports-1M: 
Many people used this as a video feature extractor

Problem: 3x3x3 conv is very expensive

AlexNet: 0.7 GFLOP
VGG-16: 13.6 GFLOP
C3D: 39.6 GFLOP (2.9x of VGG)



Early Fusion vs Late Fusion vs 3D CNN
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Slow



Pseudo-3D CNNs
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C3D Problem: 3x3x3 conv is very expensive. 

Idea: replace 3D conv through 2D (spatial) followed by 1D (temporal)

≈
can be viewed as 
3x3x3 kernel with 
shared weights 

along 1st dim

full 3x3x3 kernel can be viewed as 
3x3x3 kernel with 
shared weights 

along 2nd +3rd dim



Pseudo-3D CNNs
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C3D Problem: 3x3x3 conv is very expensive. 

Idea: replace 3D conv through 2D (spatial) followed by 1D (temporal)

≈
can be viewed as structured 3x3x3 kernel

3x3 + 3 = 11xC params

full 3x3x3 kernel

3x3x3 = 27xC params



Pseudo-3D CNNs

30Qiu et.al, “Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks”. ICCV 2017



Pseudo-3D CNNs

31Qiu et.al, “Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks”. ICCV 2017

on Sports-1M dataset



Pseudo-3D CNNs

32Qiu et.al, “Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks”. ICCV 2017



Pseudo-3D CNNs
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C3D Problem: 3x3x3 conv is very expensive. 

Idea: replace 3D conv through 2D (spatial) followed by 1D (temporal)

≈
What if 1D temporal kernel is not learnt but hard-coded to [1,0,0] ?

1 0 0



TSM: Temporal Shift Module
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Goal: Achieve 3D CNN performance at 2D CNN complexity

Idea: at each 2D CNN layer, shift part of the channels along the temporal dimension

Shift is zero-flops, zero-params (but not zero-latency: in-memory data movement)

Qiu et.al, “Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks”. ICCV 2017



Gate-Shift-Fuse Networks
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TSM shifts feature planes forward and backward in time. But not all feature regions 
may need to be shifted for improving action recognition performance.

Idea: add a learnable gate to decide which regions to shift, and which to keep

Sudhakaran, Escalera, Lanz, “Gate-Shift Networks for Video Action Recognition”. CVPR 2020
Sudhakaran, Escalera, Lanz, “Gate-Shift-Fuse for Video Action Recognition”. TPAMI 2023

One 3D kernel, that is
+ 27xC params/layer

If tanh = +1: feat. mean
                 -1: feat. diff



Gate-Shift-Fuse Networks
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Gate-Shift-Fuse Networks
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EPIC-Kitchens-100 dataset

MECCANO dataset



Recognizing Actions from Motion

38Johansson, “Visual Perception of Biological Motion and a Model for its Analysis. Perception & Psychophysics, 1973.



Motion representation: Optical Flow

39Simonyan and Zisserman: Two-Stream Convolutional Networks for Action Recognition in Videos. NIPS, 2014.



Two-Stream CNN

40Simonyan and Zisserman: Two-Stream Convolutional Networks for Action Recognition in Videos. NIPS, 2014.



Separating Motion and Appearance: Two-Stream Networks

41Simonyan and Zisserman: Two-Stream Convolutional Networks for Action Recognition in Videos. NIPS, 2014.



Modeling Long-Term Temporal Structure
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Time

So far, all our temporal CNNs only model local motion between frames in very short clips.

What about long-term structure ?

3D
CNN

2 – 5 seconds

first event second event

action



Modeling Long-Term Temporal Structure
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CNN CNN CNN CNN CNN CNN

Time

Extract features 
with CNN (2D or 
3D, appearance, 
flow)

Sparse sampling in time (long-term = many events)

Long-term video represented as sequence of features

How to aggregate the features to capture temporal structure? 

Note that AvgPool over time (as late fusion) would yield invariance to frame reshuffling



Temporal Segment Networks

44Wang et.al: Temporal Segment Networks: Towards Good Practices for Deep Action Recognition., CVPR, 2016.



Modeling Long-Term Temporal Structure
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CNN CNN CNN CNN CNN CNN

Time

Process local features using recurrent networks (e.g., LSTM)

• Inside CNN: each value is a function of fixed temporal window (local temporal structure)

• Inside RNN: each vector is a function of all previous vectors (global temporal structure)

Donahue et.al, “Long-term recurrent convolutional networks for visual recognition and description”, CVPR 2015



Modeling Long-Term Temporal Structure
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CNN CNN CNN CNN CNN CNN

Time

Process local features using recurrent networks (e.g., LSTM)

• Inside CNN: each value is a function of fixed temporal window (local temporal structure)

• Inside RNN: each vector is a function of all previous vectors (global temporal structure)

Can we merge both approaches, i.e. go deep with recurrence ?

class scores



Recurrent Convolutional Network
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Ballas et al, “Delving Deeper into Convolutional Networks for Learning Video Representations”, ICLR 2016

Entire network uses 
2D feature maps

Each depends on 
two inputs:
• same layer, 

previous input
• previous layer, 

same timestep

As in multi-layer RNN
• different weights 

at each layer
• share weights 

across time



Recurrent Convolutional Network
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Ballas et al, “Delving Deeper into Convolutional Networks for Learning Video Representations”, ICLR 2016

Standard 2D CNN

2D Conv

input features

output features

features from layer L, 
timestep t-1

features from layer 
L-1, timestep t

features for layer L, 
timestep t

Recall: Recurrent Network

some function with 
parameters w



Recurrent Convolutional Network
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features from layer L, 
timestep t-1

features from layer 
L-1, timestep t

features for layer L, 
timestep t

Vanilla RNN:

GRU:

LSTM:
    …

Replace all matrix 
multiply with 2D 
convolution



Eidetic 3D LSTM
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Wang et al, “Eidetic 3D LSTM: A Model for Video Prediction and Beyond”, ICLR 2019



Eidetic 3D LSTM
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Wang et al, “Eidetic 3D LSTM: A Model for Video Prediction and Beyond”, ICLR 2019



Modeling Long-Term Temporal Structure
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Wang et al, “Non-local Neural Networks”, CVPR 2018

Problem: RNNs are slow for long sequences (can’t be parallelized)

Spatio-temporal self-attention (Non-local Block)

We can add non-local blocks into existing 3D CNNs (at multiple layers)



Action Prediction Models
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target action

Early Action Recognition vs Action Anticipation
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Action Recognition (= Trimmed 
Video Classification with Action 
Labels)

Early Action Recognition

Action Anticipation/Prediction

observed

observed

observed X



Early Action Recognition vs Action Anticipation
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Action Recognition (= Trimmed 
Video Classification with Action 
Labels)

observed

Challenges: intra-class variations,
clutter, viewpoint, occlusion, dynamic
background, camera motion (ego-centric),
sensor noise & synchronization (multimodal) …



Early Action Recognition vs Action Anticipation
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Action Recognition (= Trimmed 
Video Classification with Action 
Labels)

Early Action Recognition

observed

observed

+ incomplete observation (only 
initial part of action is observed,
remaining part is fully occluded)



Improving Gradient Flow
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Recall: Vanishing Gradients prevent effective learning of long range dependencies 

CNN CNN CNN CNN CNN CNN

class scores



Improving Gradient Flow
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Recall: Vanishing Gradients prevent effective learning of long range dependencies 

Vanilla RNN
Components with eigenvalues > 1: exploding gradients

Components with eigenvalues < 1: vanishing gradients



Improving Gradient Flow
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Recall: Vanishing Gradients prevent effective learning of long range dependencies 

GRU, LSTM can maintain gradient flow despite small A by setting its gate to u ≈ 1

u ≈ 1 like a skip connection



Improving Information Flow
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Not all image/feature regions may be equally important => spatial attention

Sharma et al, “Action Recognition using Visual Attention”, ICLR 2016



Long Short-Term Attention (LSTA)
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Idea: build in spatial attention mechanisms into Convolutional LSTM cell

Class Activation Mapping (CAM) based spatial attention 

Sudhakaran, Escalera, Lanz, “LSTA: Long Short-Term Attention for Egocentric Action Recognition”. CVPR 2019
Sudhakaran, Escalera, Lanz, “Learning to Recognize Actions on Objects in Egocentric Video With Attention Dictionaries”. TPAMI 2023

unsupervised
(latent classes)



CAM attention
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Prior

Learnt

Input

Sudhakaran and Lanz, “Top-down Attention Recurrent VLAD Encoding for Action Recognition in Video”, AI*IA 2018



Long Short-Term Attention (LSTA)

64Sudhakaran, Escalera, Lanz, “LSTA: Long Short-Term Attention for Egocentric Action Recognition”. CVPR 2019
Sudhakaran, Escalera, Lanz, “Learning to Recognize Actions on Objects in Egocentric Video With Attention Dictionaries”. TPAMI 2023

take_cup close_coffee cartwheel gesture_taxi opening_something

Ablation on EPIC-Kitchens dataset



Higher Order Recurrent Convolutional Network
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features from layer L, 
timestep t-1

features from layer L-1, 
timestep t

features for layer L, 
timestep t

features from layer L, 
timestep t-2

features from layer L, 
timestep t-3

Idea: better model long term dependency by using more 
memory units to keep track of more preceding states

Improves gradient flow as well: each previous state is used
multiple times (order-S times) to compute a prediction, hence
gradient at a node accumulates S contributions during backprop



Higher Order Recurrent Convolutional Network
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features from layer L-1, 
timestep t

features for layer L, 
timestep t

Desiderata for ϕ :
- spatial structure is preserved
- receptive field increases (more context) with earlier states 
- complexities (in space and time) grow at most linearly with S

Higher order recurrence

How to aggregate paste states ?  =>  ϕ ?



Convolutional Tensor-Train LSTM
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Su et.al, “Convolutional Tensor-Train LSTM for Spatio-Temporal Learning”, NeurIPS 2020



Convolutional Tensor-Train LSTM
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Multi-Frame Video Prediction on KTH 
action dataset: better performance 
while having a fraction of parameters



target action

Early Action Recognition vs Action Anticipation
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Action Recognition (= Trimmed 
Video Classification with Action 
Labels)

Early Action Recognition

Action Anticipation/Prediction

observed

observed

observed X

Is this a classification task ?only pre-action that
may lead to target is observed



Sequence to Sequence Learning
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Rolling-Unrolling LSTM

71
Furnari and Farinella, “What Would You Expect? Anticipating Egocentric Actions With Rolling-Unrolling LSTMs and Modality Attention”, ICCV 2019



Higher Order Recurrent Space-Time Transformer

72
Tai and Lanz et.al, “Higher Order Recurrent Network with Space-Time Attention for Video Early Action Recognition”, ICIP 2022

• S-order model: maintains a fifo queue of S past states 
• Aggregation function ϕ is a spatial-temporal factorized self-attention 

(full space-time is (S ᐧ H ᐧ W)2 ops !!)

FF is Conv2D-LayerNorm



Higher Order Recurrent Space-Time Transformer

73
Tai and Lanz et.al, “Higher Order Recurrent Network with Space-Time Attention for Video Early Action Recognition”, ICIP 2022

spatial branch temporal

Spatial-Temporal factorized attention:

where



Anticipative Video Transformer

74
Girdhar and Grauman, “Anticipative Video Transformer”, ICCV 2021



Anticipative Video Transformer

75
Girdhar and Grauman, “Anticipative Video Transformer”, ICCV 2021
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Anticipative Video Transformer

76
Girdhar and Grauman, “Anticipative Video Transformer”, ICCV 2021
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EPIC-Kitchens-100 (validation set)

79

• “Inductive Attention for Video Action Anticipation”, arXiv 2023
• “Unified recurrence modeling for video action anticipation”, ICPR 2022
• “Higher Order Recurrent Network with Space-Time Attention for Video Early Action Recognition”, ICIP 2022 - extension
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